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Abstract

The main aim of this paper is to apply the content based image retrieval techniques to provide new services for marine life images. For this purpose, a marine life images database is created. Then three particular content-based image retrieval techniques are selected and applied to this database. The first image feature is based on color and is called color moment and HSV color histogram, the second and third image features, called gray low level co-occurrence matrix (GLCM) and Zernike moments (ZM), are based on texture and shape features, respectively. The experimental results showed that the image retrieval method based on multi-feature fusion has better retrieval performance than using only single feature. Then To achieve higher retrieval performance The Ant Colony Optimization Feature selection (ACOFS) is proposed. The simulation results showed that by applying ACOFS image retrieval system, not only could the number of features be effectively reduced, but higher image retrieval accuracy is achieved.
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1. Introduction

Different forms of image resources are rapidly growing with a huge development of rapid development and popularization of digital technology, computer and network technology ,visual contents of image and technologies, e.g. image data in smart phones, world wide web , communication, etc. [1]–[5]. Therefore efficient indexing and searching becomes an important problem from growing image databases. Traditional text-based image retrieval technology is rarely used because it requires artificial annotation by the line and the image database is huge; so, content-based image retrieval (CBIR) system is getting more and more attention of people, it has become a hot research topic [3], [6]–[10]. CBIR is a technique for retrieving similar images for a particular query image from a large image dataset. Many schemes have been developed to solve and improve the retrieval accuracy of the content-based image retrieval [11]. Three low level visual features of images, such as color, shape and texture feature have been used to explore the features in CBIR systems [12]. Color is one of the most dominant and distinguishing visual feature that is widely used visual features in CBIR and is invariant to image size and orientation [2]. The color histogram is a common technique used in image retrieval systems [9], [11].Texture is used to specify the roughness or coarseness of object surface of an image. Texture feature has been used in various applications ranging from medical imaging to industrial application [13]. Haralick et al. introduced the concept of gray level co-occurrence matrix (GLCM), and extracted statistical features for texture image classification [14].
GLCM works directly with intensity of image and provides the spatial correlation of pixels in the image and hence, it is helpful in texture feature extraction. Shape is one of the basic low-level visual feature in image retrieval systems. shape features can capture the most attractive visual information, which is based on human perception [15], [16].The Zernike moments based on the theory of orthogonal polynomials is proposed by M. R. Teague [17]. Because of the Zernike moments have image rotation invariance, and it can be used for image retrieval, because it can be calculated easily.

Feature selection is one of the most fundamental problems in the field of machine learning and computer vision that has an important role in data mining. The main aim of feature selection is to reduce the dimension of original feature set by identifying the best features properly which provides the best retrieval performances. In recent years, a lot of feature selection methods have been proposed. Which are: Tabu search[18], Simulated annealing (SA)[19], genetic algorithm (GA) [20], particle swarm optimization (PSO) [21], Ant colony optimization (ACO) and so on [22]–[24].(ACO) is an algorithm that is inspired by social behavior of ant colonies and has already been used in many optimization problems for optimum solutions [12], [25]–[27].

For identification and classification the species group automatically without having to manually search through huge collection image database, as a new application, we propose a scenario in which CBIR system via query by example is used to categorize and differentiate the various types of marine species especially the one available in Persian Gulf. In this research, a study was carried out on three CBIR methods. The methods employed color, texture, and edge features to characterize a query image. The methods were then compared based on their accuracy, and suitability for our application. In this regard, a dataset consisting of 250 marine life images is prepared. The images are taken from 10 marine life species group in Persian Gulf and Oman Sea and obtained mainly from Google image search and contributed by Iran Fisheries organization (IFO). Figure 1 shows the studied CBIR framework in this paper.

The rest of the paper is organized as follows: in Section 2, a brief review of color shape and texture feature extraction is described. The image retrieval system is introduced in Section 3. Section 4 describes the feature selection based on ACO. Experimental results and discussions are given in Section 5. Conclusions are described in Section 6.
2. Feature Extraction

The features that used in this paper for image retrieval are color moments and HSV color histogram, for color feature, gray low level co-occurrence matrix (GLCM), a texture feature and Zernike Moments (ZM), a shape feature. They are summarized as follows.

2.1. Color Moments and Color Histogram

Color moment is used for representing of distribution colors in the image. Many color spaces are used for extraction the color moment, but the RGB color space has better retrieval performance in feature extraction in color moments. Three low order moments include: the first moment, second moment and third moment can express the color distribution of an image. These three low order moments are defined as follows:

\[
\begin{align*}
    u_i &= \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} p_{ij} \\
    \sigma_i &= \left[ \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} (p_{ij} - u_i)^2 \right]^{1/2} \\
    s_i &= \left[ \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} (p_{ij} - u_i)^3 \right]^{1/3}
\end{align*}
\]

The method used in this paper is color moment in RGB and Lab color spaces. Color moment features vector in both of color spaces has nine components. In our experimental result, the RGB color space has better retrieval effect than Lab color space.

The method used in this paper is color histogram in HSV color space with 72bin color histogram. The specific quantitative rules are defined as follows [28]:

\[
H = \begin{cases} 
0, & h \in [315,20] \\
1, & h \in [20,40] \\
2, & h \in [40,75] \\
3, & h \in [75,155] \\
4, & h \in [155,190] \\
5, & h \in [190,271] \\
6, & h \in [271,295] \\
7, & h \in [295,315]
\end{cases}, \quad S,V = \begin{cases} 
0, & s,v \in [0.0,2] \\
1, & s,v \in [0.2,0.7] \\
2, & s,v \in [0.7,1]
\end{cases}
\]

The following equation is used for calculation the HSV color histogram which round is the rounding function.

\[
\text{Hsv \_ Feature} = \text{round}(9H + 3S + V)
\]

2.2. Zernike Moments

In this paper, the Zernike moments are selected for shape feature extraction; they have good rotation invariance and simple calculation, at the same time they are widely used as a kind of shape
descriptor. Zernike moments are a special kind of complex moments, they are orthogonal functions based on Zernike polynomials. Zernike polynomials are orthogonal in the unit circle, and their orthogonalities make Zernike moments independent, they have large superiority in characteristic expression ability [28]. A basic function for the Zernike orthogonal polynomials are defined as follows:

\[ V_{nm}(x, y) = V_{nm}(\rho, \theta) = R_{nm}(\rho)e^{im\theta} \]  

where \( n \) and \( m \) are the orders of the orthogonal Zernike polynomials, \( n \) is a positive integer or zero, \( m \) is a positive or negative integer, they are subject to the conditions \( n - |m| = \text{even} \) and \( n \geq |m| \); \( \rho \) is the vector length between circle dot and the pixel \((x, y)\), \( \theta \) is the angle between vector and the \( x \)-axis of counterclockwise direction; \( R_{nm}(\rho) \) is an orthogonal radial polynomial of real value, it is defined as follows:

\[ R_{nm}(\rho) = \sum_{s=0}^{(n-|m|)/2} \frac{(-1)^s [(n-s)] \rho^{n-2s}}{s! \left( \frac{n + |m|}{2} - s \right)! \left( \frac{n - |m|}{2} - s \right)!} \]  

(7)

Zernike moments of the image refer to the projection of image function \( f(x, y) \) on the orthogonal polynomial \( V_{nm}(x, y) \), \( n \) order Zernike moment with the repetition of \( m \) is defined as:

\[ Z_{nm} = \frac{n + 1}{\pi} \iint_{x^2 + y^2 \leq 1} f(x, y)V_{nm}^*(x, y)dx dy \]  

(8)

For two dimensional images, the integrals in above equation are replaced by summations and the Zernike moments can be defined as [17]:

\[ Z_{nm} = \frac{n + 1}{\pi} \sum_x \sum_y f(x, y)V_{nm}^*(x, y), x^2 + y^2 \leq 1 \]  

(9)

A Zernike shape descriptor consists of low order magnitudes of Zernike moments. Table 1 shows the used Zernike moments magnitudes in this paper. Applying of ZM on a sample image is shown in figure 2.

<table>
<thead>
<tr>
<th>order(n)</th>
<th>Zernike Moments Amplitude</th>
<th>Number of oments</th>
<th>Total Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(</td>
<td>Z_{2,0}</td>
<td>;</td>
</tr>
<tr>
<td>3</td>
<td>(</td>
<td>Z_{3,1}</td>
<td>;</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9</td>
<td>(</td>
<td>Z_{9,1}</td>
<td>;</td>
</tr>
<tr>
<td>10</td>
<td>(</td>
<td>Z_{10,0}</td>
<td>;</td>
</tr>
</tbody>
</table>
1.3. Gray low-level Co-occurrence Matrix (GLCM)

GLCM is a texture analysis technique for CBIR that has been introduced by Haralick and et al. [14]. The GLCM extracts texture information relevant to higher frequency components accurately. Co-occurrence matrices over an $n \times m$ image $I$ for a certain offset $(\Delta x, \Delta y)$ are defined as:

$$C_{\Delta x, \Delta y}(i, j) = \sum_{p=1}^{n} \sum_{q=1}^{m} \begin{cases} 1, & \text{if } I(p, q) = i \text{ and } I(p + \Delta x, q + \Delta y) = j \\ 0, & \text{otherwise} \end{cases}$$

where $i$ and $j$ are the image intensity values of the image, $p$ and $q$ are the spatial positions in the image $I$. Here, the offset $(\Delta x, \Delta y)$ is specifying the distance between the pixel-of-interest and its neighbor [25]. Haralick and et al. defined fourteen features for feature extraction. In this study, four features namely energy, contrast, correlation, and entropy are used for feature extraction in GLCM because they are not related [28], [29]. The features are given as follows respectively:

$$f_{Eng} = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} C(i, j)$$

$$f_{Con} = \sum_{n=0}^{L-1} n^2 \left( \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} C(i, j) \right)$$

$$f_{Cor} = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} jC(i, j) - \mu_1 \mu_2 \sigma_1^2 \sigma_2^2$$

$$f_{Ent} = -\sum_{i=0}^{L-1} \sum_{j=0}^{L-1} C(i, j) \log C(i, j)$$

In order to make the texture features having rotation invariance, take offset parameters in four directions ($0^\circ$, $45^\circ$, $90^\circ$, $135^\circ$) as GLCM. Finally, we get the texture feature vector which has 16 components.

3. Image Retrieval System

3.1. Similarity Measure

After feature extraction of query image and database images, feature matching has to be done with a similarity metric. Following distance measures have been used for feature matching. Feature vector of query image can be denoted as $f_q = [f_1, f_2, ..., f_d]$. Similarly, an n-dimensional feature vector
$f_{db} = [f_{i1}, f_{i2}, ..., f_{in}], i=1,2, ..., db$. is extracted for each image in the database and stored in the database. Four distance measures have been used for feature matching [30], in our experiments we used the d1 distance metric that is defined as:

$$d(q, DB) = \sum \frac{f_i(q) - f_q(DB)}{\nu + f_i(q) + f_q(DB)}$$

(15)

where the $q$ and $DB$ show the query and database images, $\nu$ is any small number that avoids the denominator = 0. In all our experiments we consider $\nu=1$.

### 3.2 Combine three methods

The proposed CST system combines the HCH, ZM and GLCM features of image to reduce the similarity between $q$ and $DB$. To determine the similarity of images using the fusing of color, shape and texture features (CST) system, the image matching according to d1 distance $\Delta^{CST}$ between $q$ and $DB$ is defined as:

$$d^{CST}(q, DB) = w_1 \times d^{HCH}(q, DB) + w_2 \times d^{ZM}(q, DB) + w_3 \times d^{GLCM}(q, DB)$$

(16)

where $w_1$, $w_2$, and $w_3$ are the weights decided by the importance of each component for HCH, ZM and GLCM, respectively. Generally, $\Delta^{CST}$ decreases with the increase of similarity between $q$ and $DB$.

### 3.3 Precision and Recall

Many evaluation measures have been used in content based image retrieval history [31]. Precision and recall commonly has been used to describe the performance of an image retrieval system [32]. For each database, every image is treated as query image and image retrieval process has been performed. For each query, the system responds to the $L$ retrieved images with the minimal distance from the database image. The precision (P) and recall (R) of $k^{th}$ query image are defined as:

$$P(k) = \frac{n_k}{L} \quad \text{and} \quad R(k) = \frac{n_k}{N_d}$$

(17)

Where $L$ is the number of retrieved images, $n_k$ is the number of relevant images in the retrieved images and $N_d$ is the number of all relevant images in the database.

### 4. Feature Selection

The main aim of feature selection is to select the best features that can not only achieve the maximum retrieval rate but can also simplify the calculation of image retrieval.

#### 4.1. Ant Colony Optimization for feature selection (ACOFS)

In this section, we briefly review the ant colony optimization (ACO) algorithm. In the early 1990s, ACO was presented by Dorigo et al [33]. Each ant performs a simple task, but finally a colony’s cooperative work can provide models for solving hard combinatorial optimization problems. The steps of ACOFS are as follows:

- **Feature extraction:** assume that M features as $F = (f_1, f_2, ..., f_M)$ in each image are extracted from image database DB.
- **Fitness Functions:** in this section, the ants within the population initialization are denoted as a feature set. Then, match each ant to the respective feature; the value 0 for the ant means that the corresponding feature was not included in the calculation. Otherwise, the feature was included in the calculation.
Then, the image similarity distances between a query and image database are sorted descending. Therefore, for each query image, the image retrieval system responds to the first $L$ retrieved images. If a similarity of query exists among the $L$ retrieved image in database, the precision $P(i)$ of $i^{th}$ query image is corrected, and $P(i) = 1$. Otherwise, $P(i) = 0$. Therefore, the fitness function value can be derived by the precision $P$ from Eq. (17), and then the average precision $\overline{P(i)}$ in $i^{th}$ feature set of the all of the images is as follows:

$$\overline{P(i)} = \frac{1}{N_i} \sum_{i=1}^{N_i} p(i), \quad i = 1, 2, \ldots, N_i$$

(18)

where $N_i$ is the total image number. The optimum feature number $M^*$ and the best precision $\overline{P^*(i)}$ of GAFS and PSOFS can be written by the following equation:

$$\overline{P^*(i)} = \max \{P(i)\}, \quad M^* = \arg \max \{P(i)\}$$

(19)

**Construction of feasible solutions**

to construct a solution each ant should start from the feature core. Next the ant randomly selects a feature, then selects the second feature from those unselected features with a given probability. That probability is calculated as follow [23]:

$$p^k_j(t) = \frac{\tau^k_i \eta^k_j(t)}{\sum_{j \in \text{allowed}_k} \tau^k_i \eta^k_j(t)}, \quad j \in \text{allowed}_k$$

(20)

where $k$ and $t$ denote the number of ants and iterations, respectively, allowed$_k$ shows the set of conditional features that have not yet been selected, $\tau(i,j)$ and $\eta(i,j)$ are the pheromone value and heuristic information of choosing feature $j$ when at feature $i$. In addition, $\alpha > 0$ and $\beta > 0$ are two parameters which determine the relative importance of the pheromone trail and heuristic information. If $\alpha$ is far larger than $\beta$, then ants will make decision mainly based on pheromone trails, and if $\beta$ is far larger than $\alpha$, ants will select those feature with higher heuristic information in a greedy manner.

**Pheromone updating**

After each ant has constructed a solution, the pheromone on each updated as follow [24]:

$$\tau^k_{ij}(t+1) = \rho \tau^k_{ij}(t) + \Delta \tau^k_{ij}(t)$$

(21)

where $\tau^k_{ij}$ is the amount of pheromone at iteration $t$, $\tau^k_{ij}(t+1)$ is the amount of pheromone, $\rho$ is a decay constant used to simulate the evaporation of pheromone, and $\Delta \tau^k_{ij}(t)$ is the amount of pheromone deposited, typically given by:

$$\Delta \tau^k_{ij}(t) = \begin{cases} \phi \gamma(S^k(t)) + \frac{\phi(n - |S^k(t)|)}{n}, & \text{if } i \in S^k(t) \\ 0, & \text{otherwise} \end{cases}$$

(22)

where $S^k(t)$ is the feature subset found by ant $k$ at iteration $t$, and $|S^k(t)|$ is its length. The pheromone is updated according to the measure of the retrieval performance. $\gamma(S^k(t))$ and feature subset length
\( \phi \) and \( \varphi \) are two parameters that control the relative weight of classifier performance and feature subset length. In our work we assume \( \phi = 0.4 \) and \( \varphi = 0.6 \). The other Parameters of Ant Colony Optimization that used in simulations are given in table 3.

**Table3:** The Parameters of Ant Colony Optimization

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Ants</td>
<td>20</td>
</tr>
<tr>
<td>Maximum Iteration</td>
<td>25</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.8</td>
</tr>
<tr>
<td>( \tau )</td>
<td>0.2</td>
</tr>
<tr>
<td>( \rho )</td>
<td>0.9</td>
</tr>
</tbody>
</table>

### 5. Simulation Results

The experiments results are compiled with MATLAB R2015a and a laptop with core i5 CPU and 4GB RAM in this paper.

#### 5.1. Dataset

In this study we prepare a dataset consisting of 250 marine life images. The images are taken from 10 marine life species group in Persian Gulf and Oman sea and obtained mainly from Google image search and contributed by Iran Fisheries organization (IFO). Sample images from query set are shown in Figure 3. This 10 Classes are shown in Table 4.

**Table 4:** Ten classes of marine database

<table>
<thead>
<tr>
<th>Class</th>
<th>Class Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cnidarian</td>
</tr>
<tr>
<td>2</td>
<td>Coral</td>
</tr>
<tr>
<td>3</td>
<td>Eagle ray</td>
</tr>
<tr>
<td>4</td>
<td>Echinoderms</td>
</tr>
<tr>
<td>5</td>
<td>Seashell</td>
</tr>
<tr>
<td>6</td>
<td>Marine reptiles</td>
</tr>
<tr>
<td>7</td>
<td>Sea grasses</td>
</tr>
<tr>
<td>8</td>
<td>Marine worm</td>
</tr>
<tr>
<td>9</td>
<td>Sea horses</td>
</tr>
<tr>
<td>10</td>
<td>Persian Gulf fishes</td>
</tr>
</tbody>
</table>


5.2. Performance of image retrieval system

In this section, the performance of image retrieval using color, shape and texture features are presented. The experimental results of color moment in RGB and Lab color spaces and the HSV color histogram are shown in Table 5. Based on table 5, the HSV color histogram method has higher average precision retrieval than color moments and color moments in RGB color space provide better performance in comparison with Lab color space. A comparison results of all methods based on d1 distance for L = 15 retrieved images is given in Table 6. For higher retrieval performance we fuse the three color feature (HCH), shape feature (ZM) and texture feature (LBP) using Eq. (16). The results of combining three feature using Equation (16) are presented in Table 6. The weights of Equation (16) are: $w_1 = 0.9$, $w_2 = 0.8$ and $w_3 = 0.08$, that have been obtained through experiments using the similarity distance from image database. According to the results, the average precision of three HCH, ZM, GLCM are close to each other, but HCH has a little better accuracy. Fusion of three color, shape and texture features (CST) in compare with single features has the best retrieval result for the marine life image database (precision = 0.905).

<table>
<thead>
<tr>
<th>Retrieval Method</th>
<th>RGB color Moment</th>
<th>Lab color Moment</th>
<th>HSV color Histogram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cnidarian</td>
<td>0.751</td>
<td>0.598</td>
<td>0.754</td>
</tr>
<tr>
<td>Coral</td>
<td>0.370</td>
<td>0.370</td>
<td>0.598</td>
</tr>
<tr>
<td>Eagle ray</td>
<td>0.479</td>
<td>0.391</td>
<td>0.479</td>
</tr>
<tr>
<td>Echinoderms</td>
<td>0.935</td>
<td>0.370</td>
<td>0.523</td>
</tr>
<tr>
<td>Seashell</td>
<td>0.823</td>
<td>0.527</td>
<td>0.980</td>
</tr>
<tr>
<td>Marine reptiles</td>
<td>0.370</td>
<td>0.370</td>
<td>0.754</td>
</tr>
<tr>
<td>Sea grasses</td>
<td>0.618</td>
<td>0.479</td>
<td>0.981</td>
</tr>
<tr>
<td>Marine worm</td>
<td>0.523</td>
<td>0.370</td>
<td>0.598</td>
</tr>
<tr>
<td>Sea horses</td>
<td>0.598</td>
<td>0.499</td>
<td>0.598</td>
</tr>
<tr>
<td>Persian Gulf fishes</td>
<td>0.754</td>
<td>0.980</td>
<td>0.618</td>
</tr>
<tr>
<td>Average</td>
<td><strong>0.622</strong></td>
<td><strong>0.496</strong></td>
<td><strong>0.688</strong></td>
</tr>
</tbody>
</table>
Table 6: The comparison results of between all features and fusion features

<table>
<thead>
<tr>
<th>Retrieval Method</th>
<th>HCH</th>
<th>GLCM</th>
<th>ZM</th>
<th>CST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cnidarian</td>
<td>0.754</td>
<td>0.798</td>
<td>0.415</td>
<td>0.883</td>
</tr>
<tr>
<td>Coral</td>
<td>0.598</td>
<td>0.415</td>
<td>0.598</td>
<td>0.735</td>
</tr>
<tr>
<td>Eagle ray</td>
<td>0.479</td>
<td>0.863</td>
<td>0.671</td>
<td>0.936</td>
</tr>
<tr>
<td>Echinoderms</td>
<td>0.523</td>
<td>0.706</td>
<td>0.527</td>
<td>0.843</td>
</tr>
<tr>
<td>Seashell</td>
<td>0.980</td>
<td>0.443</td>
<td>0.827</td>
<td>1.000</td>
</tr>
<tr>
<td>Marine reptiles</td>
<td>0.754</td>
<td>0.370</td>
<td>0.598</td>
<td>0.868</td>
</tr>
<tr>
<td>Sea grasses</td>
<td>0.981</td>
<td>0.751</td>
<td>0.598</td>
<td>0.986</td>
</tr>
<tr>
<td>Marine worm</td>
<td>0.598</td>
<td>0.598</td>
<td>0.863</td>
<td>0.958</td>
</tr>
<tr>
<td>Sea horses</td>
<td>0.598</td>
<td>0.598</td>
<td>0.618</td>
<td>0.854</td>
</tr>
<tr>
<td>Persian Gulf fishes</td>
<td>0.618</td>
<td>0.751</td>
<td>0.980</td>
<td>0.991</td>
</tr>
<tr>
<td>Average</td>
<td>0.688</td>
<td>0.629</td>
<td>0.669</td>
<td>0.905</td>
</tr>
</tbody>
</table>

5.3. The performance of ACOFS

In this section, the performance of the ant colony Optimization feature selection (ACOFS) is evaluated. The experimental results from ACOFS for L= 15 retrieved images and comparison with all the studied methods are shown in Table 7. It is clear that the average precision of ACOFS is better than HCH, ZM and GLCM and the feature number of ACOFS is less than the feature numbers of HCH, ZM, GLCM and CST.

Table 7: The comparison results of ACOFS and all features

<table>
<thead>
<tr>
<th>Retrieval Method</th>
<th>Feature Selection Method</th>
<th>Average performance</th>
<th>ACOFS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Feature Number</td>
<td>Average Precision</td>
<td>Feature Number</td>
</tr>
<tr>
<td>HCH</td>
<td>72</td>
<td>0.688</td>
<td>31.25</td>
</tr>
<tr>
<td>ZM</td>
<td>34</td>
<td>0.669</td>
<td>16.14</td>
</tr>
<tr>
<td>GLCM</td>
<td>16</td>
<td>0.629</td>
<td>11.4</td>
</tr>
<tr>
<td>HCH+ZM+GLCM=CST</td>
<td>122</td>
<td>0.905</td>
<td>58</td>
</tr>
</tbody>
</table>

Figure 4 demonstrate the retrieval results of a sample query image: #1 " Cnidarian " in marine life database. In these two figures, the left-upper image marked by a solid red line is a query (1st ranked image) and the other images are displayed in a raster scan order according to their retrieval ranks.
(a) Retrieval results of GLCM for image query # 1; 6 of 20 ground truth images found in the first 10 retrievals (Precision=0.798).

(b) Retrieval results of Zernike Moments for image query # 1; 4 of 20 ground truth images found in the first 10 retrievals (Precision=0.669).

(c) Retrieval results of HCH for image query # 1; 5 of 20 ground truth images found in the first 10 retrievals (Precision=0.754).

(d) Retrieval results of CST for image query # 1; 8 of 20 ground truth images found in the first 10 retrievals (Precision=0.905).
Conclusions

In this paper a scenario for using of CBIR in marine life images application was proposed. An image database specialized for the proposed scenario was prepared. Three content based image retrieval methods were applied to the databases. Performance evaluation of all the algorithms was compared based on the precision and recall evaluation measurement. In continue, the HCH of color, ZM of shape and GLCM of texture features are combined. An image retrieval method using multi-feature fusion is proposed. In addition, to achieve an acceptably high retrieval performance, the ACOFS is proposed. In our experiments regarding feature selections have shown that ACOFS can not only decrease the feature numbers, but also increase the retrieval average precision. Finally, it is found that HSV color space is the best color space for our prepared tourism database especially in applying color features CBIR algorithms. Furthermore, among all the algorithms, HSV color histogram had the best retrieval performance.
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