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Abstract

The problem of scheduling periodic tasks has been studied extensively since its first introduction by Liu and Layland. They proposed utilization bound, called L&L bound, to guaranty feasibility of task set under rate monotonic policy on a single processor. Recently, some papers have used semi-partitioned scheduling to increase overall system utilization. In semi-partitioned scheduling, most tasks are statically assigned to processors, while a few tasks are split into several subtasks and each assigned to a different processor. In this paper a new semi-partitioned scheduling algorithm called FFDRM, which is based on delayed rate monotonic, is proposed for multiprocessor systems by which the system utilization of most of processors is raised up to L&L bound. Delayed rate monotonic is an improved version of rate monotonic. It is proved that the lower bound of feasibility of a system which includes two tasks under delayed rate monotonic is equal to one. FFDRM uses this ability of delayed rate monotonic to achieve higher system utilization than previous works. The feasibility of tasks which are partitioned by FFDRM is formally proved.
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1. Introduction

Today real-time systems are found in various application areas such as space systems and medical imaging. One of the significant parts of real-time systems is scheduling algorithm which should assure the real-time performance while making the most effective
use of the available processing capacity [1]. Real-time scheduling algorithms have been studied since 1960s. Liu and Layland proposed an optimal scheduling algorithm, called rate monotonic, for uniprocessor systems [2]. They also proposed an admission control based on system utilization. The scheduling algorithms on multiprocessor systems are classified as partitioned scheduling and global scheduling, with each category having its own problems. In partitioned scheduling, each task is statically assigned to one processor and always executed on that processor. In global scheduling, there is one queue for entire system and tasks may execute on different processors. The upper bound for partitioned scheduling algorithms on multiprocessor systems is known to be 50% [3]. Recent papers have made another class called semi-partitioned scheduling by which the system utilization is enhanced [4-9]. In semi-partitioned scheduling, most tasks are statically assigned to processors, while a few tasks are split into several subtasks and each assigned to a different processor. The main challenge is how to split tasks while the feasibility of tasks and subtasks should be assured.

The system utilization, in some papers, is raised up to L&L bound [6, 8, 9]. An approach called SPA is proposed to schedule periodic tasks on multiprocessor systems based on rate monotonic algorithm [9]. This approach can safely schedule any system in which the system utilization is no larger than L&L bound. Tasks are sorted in descending order of their periods and a processor with the least workload is selected for assigning current task. This approach splits the highest priority task on each processor. The number of created subtasks is at most equal to $M - 1$, where $M$ is the number of processors. Another approach, called HSP, is proposed in paper [6] to schedule sporadic tasks on multi-core systems. The scheduling policy is based on rate monotonic algorithm. This approach uses the harmonic relation among tasks to achieve higher system utilization. The same as SPA, this approach splits the highest priority task. RMLS is another approach in which the system utilization is raised up to L&L bound [8]. First, tasks are sorted in ascending order of their periods and
then assigned to the first processor. If the system utilization of this processor is elevated to L&L bound, then tasks are assigned to the next processor. If current task is not completely accommodated by a processor, it is split into two subtasks. The first subtask is assigned to the processor and the second subtask is put back in front of the queue. Based on the sorting method, the lowest priority task on each processor is split. The proposed approach of this paper, FFDRM, is another approach by which the system utilization of most of processors is raised up to L&L bound. The scheduling policy is based on delayed rate monotonic [10].

Delayed rate monotonic is an improved version of rate monotonic. It is proved that a system which includes two tasks is feasible under delayed rate monotonic, if and only if the system utilization is lower than or equal to one [10]. It means that the lower bound of feasibility of a processor consisting of two tasks and under delayed rate monotonic is equal to one. In this paper, the feasibility of tasks under delayed rate monotonic, the same as rate monotonic, is formally proved in order to use L&L bound as admission control of FFDRM.

First-fit is one of the heuristic methods used in partitioned scheduling algorithms. This method allocates compatible tasks together so that the system utilization is improved [11]. FFDRM uses first-fit method for assigning tasks to the processors. It is formally proved that any system which is successfully partitioned by FFDRM will be safely scheduled under delayed rate monotonic. The simulation results demonstrate that FFDRM achieves significantly higher system utilization in comparison with previous works. The rest of this paper is organized as follows: Section 2 introduces the basic concepts, Section 3 describes the new approach, Section 4 considers the simulation results and finally the conclusion is presented in Section 5.

2. Basic Concepts

In the proposed system, tasks are periodic and their deadline parameters (i.e., relative deadline) are assumed to be equal to their periods. A request of task $\tau_i$, $i=\{1,...,n\}$, is called a job. Every task $\tau_i$ is modelled by two parameters:
\( C_i \): the worst case execution time required by task \( \tau_i \) on each job.

\( T_i \): the time interval between two jobs of task \( \tau_i \).

Every job of task \( \tau_i \) should be completed before the next job of the same task arrives. Response time of a job is the time span from job arriving up to its execution completion. Liu and Layland proved that the worst response time of task \( \tau_i \) occurs when it simultaneously requests with all the higher priority tasks [2]. Task \( \tau_i \) is feasible if its worst response time, \( R_i \), is lower than or equal to its period (\( R_i \leq T_i \)).

Utilization of task \( \tau_i \) is defined by

\[
U_i = \frac{C_i}{T_i}
\]

In this system, we want to assign task set \( \Gamma = \{ (C_1, T_1), (C_2, T_2), \ldots, (C_n, T_n) \} \) to \( m \) processors, \( \{M_1, \ldots, M_m\} \). Tasks are sorted in descending order of their periods, i.e., \( i < j \rightarrow T_i \geq T_j \).

**Definition 1.** The utilization of task set \( \Gamma \) is defined by:

\[
U(\Gamma) = \sum_{i=1}^{n} U_i
\]

**Definition 2.** The system utilization of \( M_i \), \( U^{M_i} \), \( i=\{1, \ldots, m\} \) is the utilization of task set \( \Gamma' \) which is assigned to \( M_i \).

**Definition 3.** The average system utilization of task set \( \Gamma \) with \( m \) processors is:

\[
U_m(\Gamma) = \frac{U(\Gamma)}{m}
\]

We use \( \Theta(n) \) to symbolize the L&L bound, where \( n \) is the number of tasks.

\[
\Theta(n) = n \times (2^n - 1)
\]

FFDRM uses semi-partitioned scheduling to raise up the system utilization of each processor to \( \Theta(n) \).

**Definition 4.** Suppose task set \( \Gamma' = \{ \tau_1, \ldots, \tau_n \} \) is assigned to processor \( M_i \), \( i=\{1, \ldots, m\} \). Now, the remaining system utilization of \( M_i \) is defined by:

\[
\lambda(M_i) = \Theta(n+1) - U(\Gamma)
\]
A semi-partitioned scheduling includes two phases: partitioning and scheduling. In
the partitioning phase, it is defined how to assign and split each task to a fixed
processor. Most tasks are statically assigned to the processors; such tasks are called
non-split task while other tasks are called split-task which split into two subtasks. The
highest priority task on each processor is split, therefore a task is probably split into
several subtasks and each assigned to a different processor. It is necessary to
synchronize subtasks of a split-task. Suppose task \( \tau_i \) is split into several subtasks, \{\( \tau_{i1}, \tau_{i2}, \ldots, \tau_{ip} \)\}. Now, subtask \( \tau_{ij} \) starts its execution when the prior subtasks, \( \tau_{i1}, \ldots, \tau_{ij-1} \),
are finished. It means release time of subtask \( \tau_{ij} \) is equal to the total worst response
time of prior subtasks. Release time of a subtask, i.e., \( \tau_{ij} \), is considered as

\[
\Phi(\tau_{ij}) = \sum_{k=1}^{j-1} R_{ik}
\]

(5)

Where \( R_{ik} \) is the worst response time of subtask \( \tau_{ik} \) in its own processor. As
mentioned earlier, the highest priority task is split, therefore the worst response time
of subtask \( \tau_{ik} \) is equal to its worst case execution time. The second phase of a semi-
partitioned scheduling is the policy to determine how to schedule assigned tasks on
each processor. The Scheduler used within each processor is based on delayed rate
monotonic, which is an improved version of rate monotonic. In rate monotonic
algorithm every task with lower period has higher priority and this algorithm is pre-
emptive. So, the lowest priority task has the highest probability for overrun. In
delayed rate monotonic all tasks have a secure delay except the task with the lowest
priority. Therefore, in this scheduler, these two queues are defined for tasks:

- **Ready**: task with the lowest priority directly enters this queue and other tasks
  enter when their delays are over.
- **Delay**: all tasks except the lowest priority one enter this queue as they make a
  request.
A task in the ready queue has higher priority over all tasks in the delay queue. If no task exists in the ready queue, then a task is selected from the delay queue to run next. Tasks in both ready and delay queues are scheduled based on rate monotonic algorithm. To prove the feasibility of tasks under delayed rate monotonic, the same as rate monotonic, the definition of delay in FFDRM, has been changed. As mentioned, two types of tasks exist in our proposed system, therefore we define two kinds of delay for tasks.

- For non-split tasks, i.e., \( \tau_i \), delay is:
  - If \( \tau_i \) is the lowest priority task, then delay is equal to zero.
  - Otherwise, delay is equal to \( T_i - R_i \).

- For split-tasks, i.e., \( \tau_i \), delay is equal to zero.

Theorem 1. To use L&L bound as admission control of FFDRM, any task which is feasible under rate monotonic, will be feasible under delayed rate monotonic as well.

Proof. Suppose task \( \tau_i \) is feasible under rate monotonic, therefore its worst response time, \( R_i \), is lower than or equal to its period. As mentioned above, scheduling in both ready and delay queues is based on rate monotonic. So:

If task \( \tau_i \) is the lowest priority task, it is feasible under delayed rate monotonic, because it directly enters the ready queue. For other non-split tasks, i.e., \( \tau_i \), delay is equal to \( T_i - R_i \). The worst response time of task \( \tau_i \) in the ready queue is equal to \( R_i \), therefore the maximum response time of task \( \tau_i \) under delayed rate monotonic, is equal to \( T_i - R_i + R_i = T_i \). The maximum response time of task \( \tau_i \) under delayed rate monotonic at most is equal to its period. So, this task is feasible under delayed rate monotonic, as well.

Delay of split-tasks is equal to zero, therefore they are feasible under delayed rate monotonic, because they directly enter the ready queue.\( \square \)
3. FFDRM Algorithm

Partitioning phase of FFDRM includes two steps. Algorithm 1 demonstrates the pseudo code of the first step of partitioning phase of FFDRM. As mentioned, tasks are sorted in descending order of their periods. Therefore, the lowest priority task is in front of the queue of unassigned tasks. In the first step, tasks which entirely be accommodated into a processor are assigned. Processors are selected by a first-fit method. The first-fit method is used in order to collect the compatible tasks together. In this method the first processor, \( M_1 \), is filled until the current task, i.e., \( \tau_i \), which is in front of the queue of unassigned tasks, cannot entirely be accommodated into the processor \( M_1 \), Line 32 of Algorithm 1. It means that:

\[
U^{M_1} + U_i > \Theta(n' + 1)
\]

Where \( n' \) is the number of tasks which are assigned to processor \( M_1 \). If the current task cannot entirely be accommodated into processor \( M_1 \), then it is assigned to the second processor. This process repeats for other processors, \( M_2, ..., M_m \).

It is easy to derive the following property from Algorithm 1.

**Lemma 1.** If task \( \tau_i \) is in front of the queue of unassigned tasks and its utilization is larger than \( \Theta(2) \) and an empty processor exist in the queue of processors, then task \( \tau_i \) is entirely assigned to one processor and this processor is removed from the queue of processors.

**Proof.** Suppose processors \( M_a \) and \( M_{a+1} \) is in the queue of processors. Processor \( M_a \) is in front of queue and it has some tasks which are assigned earlier, \( \tau_1, ..., \tau_n \). Now, we try to assign task \( \tau_i \) to this processor. In Line 24 of Algorithm 1, it is checked whether total utilization of task \( \tau_i \) and system utilization of processor \( M_a \) are less than \( \Theta(n'+1) \). If it is correct, then task \( \tau_i \) is assigned to processor \( M_a \). But, this condition is not correct, because \( U_i \geq \Theta(2) \) and \( \Theta(2) > \Theta(n'+1) \). Therefore, the next processor, \( M_{a+1} \), is selected, Line 33 of Algorithm 1. In the next iteration, task \( \tau_i \) is assigned to empty processor \( M_{a+1} \) and this processor is removed from queue of processors, Lines 7 to 14 from Algorithm 1. \( \square \)
As mentioned, it is proved that the lower bound of feasibility of a processor which includes two tasks under delayed rate monotonic is equal to one [10]. Therefore, when we decide to add the current task, i.e., \( \tau_i \), to a processor, i.e., \( M_a \), it is checked whether

\[
\text{Processor } M_a \text{ has only one task and } \Theta(2) \leq U_i + U^{M_a} \leq 1 \quad (6)
\]

If this condition is correct, then, task \( \tau_i \) is assigned to the processor \( M_a \) and no other task or subtask is assigned to this processor.

**Algorithm 1. Step one of partitioning phase of FFDRM**

<table>
<thead>
<tr>
<th>Input: task set ( \Gamma={\tau_1, ..., \tau_n} ) and the list of processors ( {M_1, ..., M_m} ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>// Sort all tasks in descending order of their periods</td>
</tr>
<tr>
<td>1. ( M_a = 1 )</td>
</tr>
<tr>
<td>2. ( n'=0 )</td>
</tr>
<tr>
<td>3. For each task ( \tau_i ) in ( \Gamma ) do</td>
</tr>
<tr>
<td>4. If ( M_a ) is equal to ( m ) then</td>
</tr>
<tr>
<td>5. Break for.</td>
</tr>
<tr>
<td>6. End if</td>
</tr>
<tr>
<td>7. If ( n' ) is equal to zero then</td>
</tr>
<tr>
<td>8. Assign ( \tau_i ) to processor ( M_a ).</td>
</tr>
<tr>
<td>9. ( n' = n'+1 ).</td>
</tr>
<tr>
<td>10. If ( U_i \geq \Theta(2) )</td>
</tr>
<tr>
<td>11. Remove ( M_a ) from queue of processors.</td>
</tr>
<tr>
<td>12. ( M_a = M_a + 1 ).</td>
</tr>
<tr>
<td>13. ( n' = 0 ).</td>
</tr>
<tr>
<td>14. End if</td>
</tr>
<tr>
<td>15. Continue.</td>
</tr>
<tr>
<td>16. End if</td>
</tr>
<tr>
<td>17. If ( n' ) is equal to one and ( \Theta(2) \leq U_i + U^{M_a} \leq 1 ) then</td>
</tr>
<tr>
<td>18. Assign ( \tau_i ) to processor ( M_a ).</td>
</tr>
<tr>
<td>19. Remove ( M_a ) from queue of processors.</td>
</tr>
<tr>
<td>20. ( M_a = M_a + 1 ).</td>
</tr>
<tr>
<td>21. ( n' = 0 ).</td>
</tr>
<tr>
<td>22. Continue.</td>
</tr>
<tr>
<td>23. End if</td>
</tr>
<tr>
<td>24. If ( U^{M_a} + U_i \leq \Theta(n'+1) ) then</td>
</tr>
<tr>
<td>25. Assign ( \tau_i ) to processor ( M_a ).</td>
</tr>
<tr>
<td>26. ( n' = n'+1 ).</td>
</tr>
<tr>
<td>27. If ( U^{M_a} ) is equal to ( \Theta(n'+1) ) then</td>
</tr>
<tr>
<td>28. Remove ( M_a ) from queue of processors.</td>
</tr>
<tr>
<td>29. ( M_a = M_a + 1 ).</td>
</tr>
<tr>
<td>30. ( n' = 0 ).</td>
</tr>
<tr>
<td>31. End if</td>
</tr>
<tr>
<td>32. Else</td>
</tr>
<tr>
<td>33. ( M_a = M_a + 1 ).</td>
</tr>
<tr>
<td>34. ( n' = 0 ).</td>
</tr>
<tr>
<td>35. End if</td>
</tr>
<tr>
<td>36. End for</td>
</tr>
</tbody>
</table>

In this situation, the system utilization of processor \( M_a \) is probably raised up to 100\%. This processor has two non-split tasks which are safely scheduled under delayed rate monotonic policy.
In the first step of partitioning phase of FFDRM, most tasks are statically assigned to the processors. It is easy to derive the following property from Algorithm 1.

**Lemma 2.** At least one task is entirely assigned to each processor.

**Proof.** Proof follows the assigning approach which is used by FFDRM. □

Considering Lemma 2, the lowest priority task in each processor is a non-split task. After Algorithm 1, some processors are removed from queue of processors, Lines 11, 19, or 28. These processors are sufficiently filled. On the other hand, there are some processors in the queue of processors which still have some unfilled capacity.

Now, in the next step of partitioning phase of FFDRM, if there are some unassigned tasks in the queue, i.e., \( \tau_j, \tau_{j+1}, \ldots, \tau_n \), then, in each iteration, a processor, i.e., \( M_a \), which has the largest remaining system utilization, \( \lambda(M_a) \) is maximum, is selected for assigning task \( \tau_j \). Algorithm 2 demonstrates the pseudo code of step two of partitioning phase of FFDRM.

If task \( \tau_j \) cannot entirely be assigned to processor \( M_a \), then it is split into two subtasks, \( \tau_{j1} (C_j, T_j) \) and \( \tau_{j2} (C_j - C_{j1}, T_j) \). The first subtask \( \tau_{j1} \) is assigned to processor \( M_a \).

---

**Algorithm 2.** Step two of partitioning phase of FFDRM

```
// step 2: assign the remaining tasks
1. For each task \( \tau_i \) in the remaining tasks do
2. If exist a processor in queue of processors then
3. Select a processor, i.e., \( M_a \), which \( \lambda(M_a) \) is maximum
4. \( n' = \) number of tasks in \( M_a \).
5. If \( U^{M_a} + U_i \leq \Theta(n'+1) \) then
6. Assign \( \tau_i \) to processor \( M_a \).
7. If \( \tau_i \) is the last subtask of a task or \( U^{M_a} \) is equal to \( \Theta(n'+1) \) then
8. Remove \( M_a \) from queue of processors.
9. End if
10. Else
11. Split \( \tau_i \) into two subtasks \( \tau_{i1} \) and \( \tau_{i2} \), in which \( \frac{C_{i1} + U^{M_a}}{T_i} \) is equal to \( \Theta(n'+1) \).
12. Assign subtask \( \tau_{i1} \) to processor \( M_a \).
13. Remove \( M_a \) from queue of processors.
14. Put back \( \tau_{i2} \) in front of queue of unassigned tasks.
15. End if
16. Else
17. Return ‘cannot assign task set \( \Gamma \) to \( m \) processors’
18. End for
19. Return ‘task set \( \Gamma \) are successfully assigned to \( m \) processors’
```
The worst case execution time of $\tau_{j1}$ is obtained by which the system utilization of processor $M_a$ with $n'$ tasks, is equal to L&L bound.

$$\frac{C_j}{T_j} + U^{M_a} = \Theta(n'+1)$$

After assigning the first subtask to processor $M_a$, this processor is removed from queue of processors since no other task or subtask is assigned to this processor. The second subtask $\tau_{j2}$ is put back in front of the queue. Based on the sorting method, the highest priority task in each processor is split. If the subtask $\tau_{j2}$ cannot entirely be assigned to the host processor, then it is again split. Therefore, in the partitioning phase of FFDRM, a task, i.e., $\tau_k$, is probably split into several subtasks $\{\tau_{ki}, \tau_{k2}, ..., \tau_{kp}\}$. After assigning the last subtask of a split task, $\tau_{kp}$, to a processor, this processor is removed from the queue of processors, Lines 7 to 9 from Algorithm 2. Feasibility of subtasks is proved by Lemma 3.

**Lemma 3.** If task $\tau_i$, by partitioning phase of FFDRM, is split into several subtasks $\{\tau_{i1}, ..., \tau_{ip}\}$, then, respect to the release time of each subtask, all subtasks of $\tau_i$ can meet their deadline parameters.

**Proof.** Considering partitioning phase of FFDRM, the highest priority task on each processor is split and after that these processors are removed from the queue of processors since no other task or subtask is assigned to them. Scheduling policy is based on delayed rate monotonic and it is mentioned earlier that delay of subtasks are assumed to be zero. Therefore, any job of these subtasks enter the ready queue. So, each subtask $\tau_{ij}, j = \{1,..., p - 1\}$ can meet its deadline parameters, because the system utilization of each processor which includes each subtask $\tau_{ij}$, is equal to L&L bound and it guaranties the feasibility of task set under delayed rate monotonic, the same as rate monotonic, according to Theorem 1.

The release time of last subtask, $\Phi(\tau_{ip})$, considering the relation (5), is equal to

$$\Phi(\tau_{ip}) = \sum_{j=1}^{p-1} R_{ij}$$
Scheduling in the ready queue is based on rate monotonic, so the worst response time of each subtask is equal to its worst case execution time. Therefore, we have

\[ \Phi(\tau_{ip}) = \sum_{j=1}^{p-1} C_{ij} \]

Deadline parameter of last subtask is equal to

\[ T_i - \Phi(\tau_{ip}) \]

It is larger than the worst case execution time of \( \tau_{ip} \), because

\[ T_i \geq C_i \]

\[ C_i = C_{i1} + C_{i2} + \ldots + C_{ip} \]

\[ T_i - (C_{i1} + C_{i2} + \ldots + C_{ip-1}) \geq C_{ip} \]

As mentioned earlier, after assigning the last subtask to a processor, no other task or subtask is assigned to this processor. Therefore, the last subtask \( \tau_{ip} \) is the highest priority task in its own processor and it can meet its deadline parameters, because the system utilization of processor which includes subtask \( \tau_{ip} \), is probably lower than L&L bound and it guaranties the feasibility of task set under delayed rate monotonic, the same as rate monotonic, according to Theorem 1. □

If queue of tasks is empty, then, we can say that all tasks are successfully assigned to the processors. With the partitioning phase of FFDRM, the system utilization of most of processors is raised up to L&L bound, while, considering Condition 6, a few processors probably exist in which the system utilization of them is equal to 100%. After assigning tasks to the processors, it is time for scheduling phase. As mentioned, delayed rate monotonic is used within each processor. Now, by Lemma 4, the feasibility of non-split tasks which are partitioned by FFDRM, is proved.

**Lemma 4.** After partitioning phase of FFDRM, non-split tasks can be safely scheduled under delayed rate monotonic.
Proof. The system utilization of most of processors is equal to L&L bound, therefore these processors are safely scheduled under rate monotonic algorithm. We proved in Theorem 1 that delayed rate monotonic can safely schedule any system which is feasible under rate monotonic, as well. So, non-split tasks which are assigned to these processors are safely scheduled under delayed rate monotonic.

Any other processors which the system utilization of them is raised up to 100%, have two non-split tasks, i.e., \( \tau_i \) and \( \tau_j \), while \( U_i + U_j \leq 1 \). The feasibility of them is presented in paper [10].

Therefore, we formally proved that all non-split tasks which are partitioned by FFDRM can be safely scheduled under delayed rate monotonic. □

Now, we can derive the following lemma:

**Lemma 5.** If task set \( \Gamma \) is successfully assigned to \( m \) processors by partitioning phase of FFDRM and scheduled under delayed rate monotonic, then all tasks can meet their deadline parameters.

**Proof.** The feasibility of split-tasks and non-split tasks are assured considering Lemma 3 and 4, respectively. □

4. Simulation Results

In this section, the performance of the proposed approach in comparison with three prior works is investigated. In our simulations, 5000 task sets with random utilization between \( \Theta(n_{\to\infty}) \cdot [L, L] \) are randomly generated. \( L \) determines the maximum system utilization of each task set and its value will be one of the values of the following set.

\[
L \in \{4, 8, 16, 32, 64\}
\]

The number of processors is assumed to be variable so that each approach can successfully partition these tasks sets. Indeed, by assigning these task sets to the lower
processors, higher system utilization can be achieved. The utilization of each task is also randomly generated between [0.01, 1]. Distribution of our random function is uniform.

We compare FFDRM with SPA [9], HSP [6] and RMLS [8]. The percentage of the number of extra processors under each of the four aforementioned approaches is demonstrated in Table 1. This value is obtained by Formula 7.

\[
\text{percentage of number of extra processors} = \frac{N_{\text{extra}} - N_{\text{opt}}}{N_{\text{opt}}} \times 100
\]

(7)

\(N_{\text{extra}}\) is the number of processors which are used by an approach and \(N_{\text{opt}}\) is the number of required processors under an optimal approach for assigning task sets. We assumed that the number of required processors under an optimal approach is equal to \(L \times 5000\).

For instance, when \(L\) is equal to 4, we generated 5000 task sets in which system utilization of each task set did not exceed 4. Therefore, the optimal state occurs when an approach assigns such task sets to 20000 processors. In this situation, the system utilization of each processor is almost equal to 100%.

<table>
<thead>
<tr>
<th>(L)</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFDRM</td>
<td>13%</td>
<td>9.3%</td>
<td>7.3%</td>
<td>6.2%</td>
<td>5.6%</td>
</tr>
<tr>
<td>SPA</td>
<td>14.8%</td>
<td>11.5%</td>
<td>9.7%</td>
<td>8.75%</td>
<td>8.2%</td>
</tr>
<tr>
<td>HSP</td>
<td>14%</td>
<td>10%</td>
<td>9%</td>
<td>8.6%</td>
<td>7.7%</td>
</tr>
<tr>
<td>RMLS</td>
<td>14.5%</td>
<td>11.4%</td>
<td>9.1%</td>
<td>8.7%</td>
<td>7.8%</td>
</tr>
</tbody>
</table>

As shown in Table 1, when \(L\) is equal to 4, the percentage of the number of extra processors under FFDRM is 13%. It means that the number of required processors for assigning 5000 task sets in which system utilization of each task set does not exceed 4, under FFDRM, is equal to 22600. SPA, HSP, and RMLS assign such task sets on 22960,
22800, and 22900 processors, respectively. As illustrated in Table 1, the number of required processors under FFDRM compared to other prior works is less.

We define another parameter called average system utilization $U_{ave}$, to evaluate each approach.

$$U_{ave} = \frac{\sum_{i=1}^{5000} (U_i)}{\text{number of required processors}}$$  \hspace{1cm} (8)

Figure 1(a) illustrates the average system utilization of each approach. As shown in Figure 1(a), the average system utilization of FFDRM is more than other approaches. This achievement occurs because FFDRM uses first-fit method to allocate compatible tasks together. Another motivation which makes FFDRM to achieve higher average system utilization is the lower bound of feasibility of a system includes two tasks. As mentioned, the lower bound of feasibility of a system includes two tasks is 100% under delayed rate monotonic; therefore, after partitioning phase of FFDRM, some processors exist in which the system utilization of any of them is between $[\Theta(2), 1]$. Table 2 demonstrates the percentage of the number of such processors. These processors have two tasks and can be safely scheduled under delayed rate monotonic. For instance, when $L$ is equal to 8, then, 15% of 40000 processors includes two tasks in which the system utilization of any of them is between $[\Theta(2), 1]$.

<table>
<thead>
<tr>
<th>Maximum system utilization</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>% number of processors in each test</td>
<td>15.6%</td>
<td>15%</td>
<td>14.5%</td>
<td>14.6%</td>
<td>14.4%</td>
</tr>
</tbody>
</table>

Another benefit of two motivations of partitioning phase of FFDRM is in the number of created subtasks. As mentioned, these motivations are the usage of first-fit method and lower bound of feasibility of a system includes two tasks. Figure 1(b) demonstrates the
number of created subtasks by all approaches. As shown in Figure 1(b), the number of created subtasks by FFDRM is lower than that of the three prior works.

5. Conclusion

In this paper a new semi-partitioned scheduling algorithm, called FFDRM, is proposed by which the system utilization of most of processor is raised up to L&L bound. After partitioning phase of FFRDM, some processors exist in which the system utilization of any of them is between $[\Theta(2), 1]$. Feasibility of tasks which are partitioned by FFDRM is formally proved. The simulation results demonstrate that FFDRM significantly improves the scheduling performance compared with prior works, in terms of the average system utilization and the number of created subtasks. First-fit method and the lower bound of feasibility of a system under delayed rate monotonic are the motivations which make FFDRM achieve these improvements. Proposing a special admission control for delayed rate monotonic is one of our future purposes.

![Figure 1](image.png)

(a) Average system utilization (b) Number of created subtasks.
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