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Abstract

One of the important components in predicting a credible future for cyber-attacks is the use of the number of attacks. Therefore, any change in the number of attacks will lead to errors in calculating the probabilities. In this paper, the impact of missing alerts on the predictive performance of Variable Length Markov Model for projecting the cyber-attacks is studied. By developing a comprehensive experiment, the impacts of missing alerts on the prediction have been obtained by removing the alerts from different locations of the attack sequence in different states. The results of the experiment show that if missed alerts are from just one part of the sequence they will cause less change in prediction accuracy and if missed alerts are scattered throughout the entire sequence, they will cause more change. When the sequence has a smaller symbol space, relatively less change is occurred in prediction accuracy while having larger symbol space causes more change. Overall, the results represent the strengths and weakness of Variable-Length Markov Model in projecting cyber-attacks. Based on this error analysis, a network analyst can infer and assess the predictive performance of Variable Length Markov Model when intrusion detection system loses some of the alerts. This research is an important step in developing a comprehensive report to assist cyber-attacks analysts.
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1. Introduction

Currently, for effective protection of network centric infrastructures against the increasing number of cyber-attacks and reduction of their impact, in addition to firewalls, intrusion detection systems are used which monitor all activities to detect symbols of suspicious behaviors. An intrusion detection system monitors network traffic to detect suspicious activities and reports the results to the network administrator. "Pattern recognition" and "unusual behavior detection" are two common approaches used in intrusion detection sensors. Intrusion detection systems based on pattern recognition, monitor the packets on the network and compare them with the database which consists of meaningful patterns and in case of a matching pattern discovery, issue an alert. Also, Intrusion detection systems based on detection of unusual behaviors, will announce the observed mismatch by generating a normal profile. One of the problems in using the mentioned systems is generating the flood of alerts that can lead to reduce the network analyst's performance. In order to eliminate and reduce unnecessary alerts, new techniques are used which are called "alert tracking" techniques. By these techniques, a comprehensive report of the alerts will be provided and the alerts which are related to each other are grouping together into the groups called "attack tracks". Using these techniques, together with development of cyber situational awareness, it is possible to develop...
cyber-attacks detection systems with high reliability to detect, track and assess the cyber space situation which is affected by complex and various attacks [22]. "Attack identification", "discovery of the relations between attacks (correlating the attacks)" and "predicting the impact of the attack" are effective in situational awareness and prediction of cyber threats in mass volume of data obtained from different sources" as it is shown in Figure 1.
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Figure 1: An overview of a cyber-defense system with separation of the domains

Situational awareness is presented in three levels of perception, comprehension and projection. In the first level, perception of symbols is a critical issue and without a basic understanding of important information, the possibility of forming a false picture of a subject highly increases. On this level, the question is what the present realities are. In the second level, Situational awareness is a concept beyond the perception or just consideration of the information, but also it is about integration of various pieces of information to determine the relationship between them and the user's goals. Overall, this level answers to the question what will happen. In third level, which is the highest level of situational awareness, the ability of prospecting the events related to each situation and the user will be addressed. The ability to project current dynamic events into expected future events, allows for timely decision making [13,5].

With description provided in this section, it can be said that providing a perfect cyber defense requires situational awareness which consists of at least seven aspects as follows [14,12]:

- **Awareness of current situation**: The purpose is the perception of the situation which contains two parts of identification and recognition. The purpose of identification is to determine the type of attack which should probably answer to the questions such as "Where is the source of the attack?", "Who is the attacker?" and "what is the target of the attack?". Identification is just about identification of "an attack" occurred.

- **Awareness of the attack impacts**: This aspect of cyber situational awareness also called impact assessment. Impact assessment consists of two parts (1) current impact assessment and (2) future impact assessment. In future impact assessment, the question is if the attacker continuously insists on the attack and his motives for the attack has not changed, how will be its effectiveness in future?[23].
• Awareness of the situation that will be achieved: In this aspect, situation tracking is one of the most important components.
• Awareness of the intruders’ behaviors: the most important component of this aspect of situational awareness is the analysis of perception and intend of the intruder(s).
• Awareness of why and how the current situation has been caused is another aspect which requires cause and effect analysis.
• Awareness of the quality and reliability of the collected data items which will lead to wisdom and intelligence of the decisions.
• Probable and credible assessment of the current situation: This aspect of situational awareness has been formed from various technologies for projection of the attackers’ activities and actions and the paths likely to be attacked. Perception of intent, opportunity and capability of the attacker is also one of the key axes of the aspect.

Considering the aspects mentioned above and the fact that "situational assessment is a machine function" and "situational awareness is a cognitive function", a situational assessment model appropriate for cyber area is used for reasoning (perception), assessment (comprehension) and prediction of future situation (projection) of cyber-attacks which is shown in Figure 2.
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In cyber situational awareness, the attack tracks are converted into the sequences of symbols and consequently the characteristics of the sequences are extracted using sequential modeling schemes. There are two major classes of techniques for sequence characterizations which are Context based Markov Model and State based Hidden Markov Model. Markov chains are the most widely used probabilistic techniques in the area of intrusion detection because they have shown better performance in terms of hit rate and false alarm rate [23]. Daniel Fava [7] implemented Markov models with different orders using a suffix tree and then combined these models into a Variable Length Markov model. Fava used a Variable Length Markov Model and several observed attack tracks to infer the behavior and steps of possible future attacks.

Vidalis [18] has proposed a continually learning and real time system which is able to project the attacks tracks and does not require any prior knowledge about the network structure. In this paper, we propose the use of state based model instead of context based model in the area of projecting cyber-attacks. But in our work, we make use of an algorithm called Causal -State Splitting Reconstruction (CSSR) which had been proposed in [21]. CSSR is preferred over the conventional methods such as Sub-tree merging algorithm presented by Young and Crutchfield or Topologic merging method of Perry and Binder in [1]. The reason for this is that the traditional methods adapt
Markov models with the data but CSSR considers no assumption about the random process and it does not really infer it from its own data. CSSR creates a set of hidden Markov states and statistically is able to produce behavior from its own data. Also, the set of processes that CSSR can present is more than what can be presented by Variable Length Markov. CCSR algorithm is assessed with the dataset which has been already used to test Variable Length Markov Model [23] and eventually the performance of both algorithms will be compared. It should be noted that the mentioned models, compute the probability of future attacks with the assumption that the intrusion detection system detects all the attacks without loss of any alert.

But in fact, even the most efficient intrusion detection systems are not perfect and some of the attacks are likely to stay hidden from their eyes. Since the predictions are made based on the number of previous attacks (symbols), any change in the number of attacks will lead to errors in calculation of the probabilities. A major part of this research is to study the impact of missed alerts on Variable Length Hidden Markov Model predictions in which a "false negative" action has occurred, because the damage caused by a hidden intrusion is much more serious and vital than a "false positive" one. Based on the results of the analysis, the analyst can infer the predictive performance of Variable Length Hidden Markov Model in circumstances that intrusion detection systems miss some of the alerts. This research is effective in the development of a comprehensive report to aid the analyst in assessing the mentioned model. In the present paper, Variable Length Hidden Markov Model [23] was used to evaluate the results.

2. Related works for projecting the attacks

Alerts correlation, alerts aggregation, tracking, projection and impact analysis of cyber-attacks are events which occur after the intrusion detection. The position of each of these events is shown in Figure 3. For large networks, the number of the alerts generated by intrusion detection sensors will be too high. Thus the analyst began to think of using methods that produce a comprehensive report of the alerts. These techniques include alerts aggregation [21], [15], alerts correlation [2], [8], [17] the present and future threat analysis [18], [11]. These techniques are known as the alert tracking in which the related alerts are grouped together. This grouping of data provides network defenders a more complete picture of the traffic on the network under surveillance.

Reference [11] has been addressed alert analysis and study, in which in response to an alert generated by the intrusion detection system, a process is implemented to identify the success and failure of the attack. When the attack is not successful, the alert can be eliminated or its priority can...
be reduced. This is an effective tool in reducing the number of false alarms that the administrator has to struggle with. The approach proposed in [8] creates the attack scenarios with correlation of alerts in accordance with perquisites and consequences of the attacks. Based on the results of the different types of the attacks, it correlates the alerts with matching the consequences of some previous attacks and perquisites of some future attacks. Reference [17] has introduced an intrusion detection system. The introduced structure consists of three parts including alert aggregation; knowledge based alert evaluation; and alert correlation. The purpose of using this structure is reducing alert overload by aggregation of alerts, reducing false positive alerts, integration of the network and host system information in the form of alert evaluation process, events correlation based on logical relations and producing a global and synthesized report.

The definition of attack correlation has been extended in [4] to correlate the attacks with intrusion goals and to introduce the notion of anti-correlation. This approach provides the analyst a global view of what is happening in the system. This method controls the unobserved actions through hypothesis generation, clusters the iterative actions in a single scenario and also identifies the intruders that often change their intrusion goals and is effective and efficient in detection of the changes of an intrusion scenario. This approach can also be used to remove a bunch of false positive alerts. In [10] a new threat assessment scheme called TANDI has been proposed to predict the future attack actions. Tandy predicts future attack actions accurately as far as it is not (part of) a coordinated attack and is not related to inside threats. In [19], even in the presence of abnormal attack events, Tandy was proposed to the network analyst.

This method uses data mining algorithm for any type of attack and some special scenarios of attack to determine their Probabilities of having Following Attacks (PFAS) and then real-time intrusion threats are evaluated using these probability values. In [2] a graph based method has been presented to analyze the network vulnerabilities. This method allows for analysis of both internal and external attacks. The method is able to analyze the risks/threats against a specific network asset and a broad study of possible consequences of a successful attack. This method is based on the idea of an attack graph which contains attack states and possible transitions between them. The attack graph can be used to identify the attack paths that are most likely to succeed and to simulate various attacks. The main advantage of this method over other computer security risk methods is that it considers physical network topology with a series of attacks. Report presented in [11], examined and assessed the applicability of existing security assessment techniques to assess modern cyber threats. In this report, the concepts of risk, threat vulnerability, and threat agent are analyzed and the threat statistics reported from around the world and different sources and the state of the art techniques of threat and risk analysis are reviewed.

2.1. Modelling the projection of cyber -attacks based on Markov Model

Markov model is a probabilistic process on a finite set, \{s_1, ..., s_k\} which are usually called the "states". This model, in fact, is a random process in which the distribution of future states depends only on the current state and is independent of the path that has been travelled to reach the current state. According to [20], a random process X(t) is called Markov if for each n, t_1 < t_2 < ... < t_n, we have equation(1):

\[
P(x(t_n) \leq x_n | x(tf(t) \forall t \leq t_{n-1}) = P(x(t_n) \leq x_n | x(t_{n-1}))
\]

(1)

Zero order Markov Model is equivalent to a polynomial probability distribution. First order Markov Model also has a memory of size "1". A fixed order Markov model means the length of the history or context on which the determination of the values of next state probabilities depends. For example, the next state of the second order Markov Model depends on two previous states. In a Markov process, the current state of the system depends on the previous states. "Finite context" models are also known as Markov models. In this type of model, a probability value is assigned based on the context appears in the symbol. In a "finite context" model of nth order, an event depends on n previous observations. The simplest Markov model is Markov chain in which the states are discrete
and directly observable. Other types of Markov process include hidden Markov process and semi hidden Markov process. On the other hand, "finite state" models known as Hidden Markov Models (HMMs) consist of a visible part (the events) and a hidden part (the states). The events with different probability distributions depend on the system state [19].

A Hidden Markov Process (HMP) is a special type of Markov process in which the generation of observation symbols depends on the emission properties of the states. Therefore, one state usually can generate more than one symbol and we are not directly able to observe the state sequence from the observation sequence. To create a Hidden Markov Model to record the process, there are three important factors for study [9]. The first factor is the determination of the number of states which are really required to cover the process characteristics. The second factor is the choice of the model parameters such as state transition probabilities.

Third factor is the size of the observed sequence. Since if we were limited to a small sequence, we would not be able to estimate optimum parameters of the model reliably. Hidden Markov models for intrusion detection have better performance in terms of hit rate and false alarm rates compared with chi-Square multivariate test and Hotelling’s T-square test. The results have been proved using the same testing set of data over all the models in [24]. The hit rate is computed by dividing the total number of hits with the total number of intrusion events the testing data. 100% hit rate and 0% false alarm rate are ideal values which represent the best detection performance by the intrusion detection technique.

2.2. Modeling of projection of the attacks based on Variable Length Markov

Fava in [6] addressed projecting cyber-attacks based on sequential properties of correlated IDS alerts which belonging to multi-stage attack tracks. The proposed methodology consists of three main parts of preprocessing of attack track\(^1\), sequence modelling and prediction. In this work, sequential modelling techniques such as Hidden Markov Model and Variable Length Markov Model were used for interpretation of attack track(s) in the form of a sequence of symbols in the field of projecting the cyber-attacks. Characterization of the sequences of malicious actions was also performed by using finite-context or Markov Models. Markov Models with different orders can be implemented using a Suffix Tree. Training algorithm of the suffix tree was modified by Fava [6] so that a set of finite length sequences is considered instead of a single long sequence of observations. In fava’s work [7], the beginning and end of the sequence characters are defined but the real time algorithm proposed by Byer [6], trains the suffix tree with partial sequences instead of finite completed sequence. Basically, Byer algorithm [6] is more like to a self-learning system which does not requires any preprocessing.

The behavior and steps of the probable future attack can be inferred based on previously observed attacks using Variable Length Markov Model (VLMM) which is formed by blending of different order Markov models. A simple VLMM can attribute fixed weights to any model order. A more complex way is to adapt the weights to give more emphasize and assignment to the higher order models. None of these cases take into account the fact that the relative importance of the models changes depending on their context and its counts. The weights have been derived from escape probabilities. The probability of encountering a previously unseen character is called the Escape Probability. If the probability of an escape at level \(j\) is shown with \(\theta_j\), equivalent weights can be calculated using the relation below:

\[
W_j = (1 - \theta_j) \times \prod_{k=j+1}^{1} e_k , -1 \leq j \leq 1
\]

\(^1\) The attacks tracks include regular sets of alerts belonging to a single multi-stage attack
Where \( L \) is the highest order context making a non-null prediction. In this formula, the weight of each successively lower order is reduced from one order to the next by the escape probability. The weights are intuitively plausible and correct provided that the escape probabilities are between 0 and 1 and that we would not be able to escape below order -1. Therefore \( e_{-1} = 0 \). The advantage of expression in terms of escape probability is that they are more easily visualized and understood than the weights themselves, which can become small very quickly. However Fava couldn’t show the superiority of any method over others on his research [12]. In one of these methods, an additional count is assigned to the number of meeting a context to allow for the occurrence of new characters. This is selected as the default value in Byers [18].

\[
e_0 = \frac{1}{C_0 + 1}
\]

(3)

Using equations of escape probabilities and weights, VLMM estimates the probabilities based on the following relation:

\[
P(A) = \sum_{j=-1}^{1} W_j \times P_j(A)
\]

(4)

Based on the results obtained by Fava [12], the first order model has better performance compared to zero or second or higher order models, because any next event has a strong correlation with the immediate previous event. Moreover, it is shown that because \( n^{th} \) order model presents more information which is not obtained by \( (n-1)^{th} \) order model, thus VLMM has the best prediction rate.

The above model can also estimate the occurrence of new symbols. When a new symbol occurs, the suffix tree initially is trained as normal and then it is trained again by the suffix history added with the especial new symbol definition.

In [4] a new state based algorithm has been proposed for discovering patterns in data called Causal State Splitting Reconstruction (CSSR). This algorithm creates a minimal set of hidden Markovian states which are statistically able to produce causal states of the process. Causal states are minimal sufficient statistics which are required to predict the future of all lengths. Causal states are not only minimum enough but also unique. These states are prescient, and they form a Markov process by themselves. Each causal state has a unique associated distribution of outputs which is called its "morph". In general every state has a morph, but two states in the same state class may have the same morph. Causal states have another important property that all of their parts have the same morph. Of course each causal state has a unique morph which means none of two causal states have the same conditional distribution of the future. Note that the past and future of a process are independent from each other conditioning the causal states [9].

Current causal states and the next value of the observed process specify the next causal state. All the next symbols have well-defined conditional probabilities. "Transition probability" can be defined as the probability of making a transition from one state to another state while emitting a symbol. The combination Function \( \epsilon \) from histories to causal states with the labeled transition probabilities is called \( \epsilon \) machine. \( \epsilon \) machine is deterministic and Markovian in nature meaning that given a causal state at time \( t \), the causal state at time \( t+1 \) is independent of the former causal states. \( \epsilon \)-machine reconstruction is any procedure that given a process will produce the process’s \( \epsilon \)-machine. A new \( \epsilon \)-machine reconstruction algorithm called CSSR that improves the previous algorithm. This algorithm is based on the principle of splitting of new states and is practical when absolutely forced on.

Context based algorithms constructs so called Variable Length Markov Models from sequence data. The contexts are considered as the suffixes of histories and the algorithms work with checking long histories and creating new contexts by splitting existing ones based on a threshold. Variable Length Markov Models, like CSSR, do not depend on domain specific information. Each state in a Variable Length Markov Model is displayed with a single suffix and consists of all and only the
histories ending in that suffix. For many processes in which causal states contain multiple suffixes, multiple contexts are required to show a single causal state; therefore VLMMs are generally more complicated than building of Hidden Markov Models in CSSR. The causal state model is minimal like Variable length Markov model if and only if each causal state contains a single suffix.

3. Error analysis modeling in projecting the attack

In the description of specific errors of each process, you may consider two main types of possible errors: Type 1 error: a wrong decision made when a true null hypothesis is rejected. False positive alerts are included in this category. Type II error: a wrong decision which is made when a false hypothesis is not rejected. False negative alerts come under this category. The definitions of these two types of errors will vary depending on the application. In the field of intrusion detection, they can be redefined: a false positive alert is an alert for a non-malicious action and a false negative alert is about the time an attack is underway and no alert is issued about it. False positive and false negative may occur for each intrusion detection system regardless of how powerful and effective it is.

Both of these errors cause various problems in network security. A false positive alert does not cause an intrusion experience in intrusion detection systems and it is occurred as a result of two reasons: The detection mechanism of intrusion detection systems is faulty or the intrusion detection systems have detected an abnormal condition turns out it is not malignant. However false positives may just cause mockery efforts for the security analysts. On the other hand, a false negative alert is a missed attack that may put the networks or computer systems at risk. It is clear that these are unfavorable and every organization is trying to avoid them. Of course no intrusion detection system is able to detect all the attacks. Therefore, the goal is to achieve good covering against the high priority attacks. Various Other reasons can also be the source of a false negative alert. For example, in order to elude the intrusion detection systems, an attack can incorporate obfuscation techniques. Another possibility is to send the traffic over the processing ability to the intrusion detection systems so that they miss necessary packets for attack detection.

If intrusion detection systems raise an alert about something that has not happened yet, it will just cause the waste of resources and time until the network administrator finds out that it was a false alarm. However, if the intrusion detection system cannot detect an ongoing attack, the attack may be too malicious that damage the whole network and hence risking the security [16]. The mechanism proposed at [3] collected more than two thousands of false negative and false positive cases during sixteen months. This mechanism reported that 85-92% of the cases were related to false negatives and 15.7 % of them were related to false positives. Among all false positives, the reason of 91% of them refers to company’s management or intrusion detection systems policies but not due to security problems. Therefore it is necessary to analyze the impacts of false negatives in detail to improve the network security. If the data reported by the Intrusion Detection System contain some false negatives, it will influence both on the sequence model (the suffix tree of Variable Length Markov Model or ƹ machine of CSSR) that is made and the estimated probabilities which are calculated based on the model. The present research has studied the impact of false negatives and lost alerts on the performance of the predictive model in use. This helps the analyst in model assessment according to its predictive performance in the circumstances of missed alerts.

In the case of using a model such as Variable Length Markov Model, the amount of the impact that a lost alert will have on the suffix tree or the probability estimations would depend on many factors such as the rate of missing alerts and its estimated probability, the position of the missing alert in the sequence, length of the sequence and the symbol space within the sequence. The future alerts are predicted based on the weights and escape probabilities which depend on the occurrence rate of the symbols in the sequence. Therefore, the missing alerts will cause errors in probability
calculations. For a comprehensive analysis, it is required to study in two ways, one with respect to the position of the missing alerts and the other with respect to the occurrence of the missing alert. We randomly remove the alerts during the analysis to evaluate the models. This random removal in design has been selected with respect to the scenarios in which an intruder makes use of obfuscation techniques to confuse the system with attacks at different times and at different places. We will study the impact in terms of the occurrence of missing alerts by defining common and rare alerts and comparing it with the results based on positional analysis. The prediction accuracy of a model such as Variable Length Markov model in addition to dependence with different factors such as occurrence, position, length of the sequence and the symbol space, it will be affected by missing alerts. Depending on the occurrence rate of missing symbols and their probabilities, missing alerts can result in change of the order of symbol probabilities. Of courses, this does not mean that any change in order of the probabilities always affect the prediction performance. If the estimated probabilities of two symbols are close enough together, they are likely to have a change in their orders due to the impact of missing alerts.

Error analysis of CSSR was done in [4] considering the statistical errors that each of the three procedures of the algorithm can generate. Since the 'initialize' phase just sets up the parameters and data structures, no error is generated in this phase. Two types of errors can be made in 'Homogenize' phase. First, it can group the histories with different distributions for the next symbol. Secondly it may fail in grouping the histories which have the same distributions. Let $S_i$ and $S_j$ are suffixes in the same state, with counts $n_i$ and $n_j$. There is always the vibrational distance $t$ such that the significance test will not separate estimated distributions differing by $t$ or less. If we make $n_i$ sufficiently large, the probability will be close to one and the estimated distribution for $i$ will be within $t/2$ of the true morph and similarly for $j$.

Therefore, the estimated morphs for both suffixes are within $t$ of each other and will be merged. If a state includes a finite number of suffixes, with obtaining large enough number of samples of each, we can ensure that all of them are within $t/2$ of the true morph and are within $t$ of each other and thus will be merged. In this case, the risk of improper splitting can be small. If conditional distribution of each suffix is close enough to the true morph, the test will eventually separate the suffixes belonging to different morphs. Since the determination phase always improves the partition with which it starts, there is no chance of merging the histories that do not belong to each other. In short, if the number of causal states is finite and $L_{\text{max}}$ is large enough, the probability that the estimated states are not causal states will become too small, for a large enough $N$. To analyze the bounds of error probability, CSSR uses Chernoff's inequality which states that:

$$P\left(d(P_n(S^{-1}|S^{-L} = S^{-L}) \geq t\right) \leq \sum_{A \in Z^d} 2e^{-8nt^2} = 2^{k+1}e^{-8nt^2}$$  \hspace{1cm} (5)

Where $A_n$ is the average of first $n$ of $X_i$, $X_1, X_2, ..., X_N$ are Bernouly's random variables), with success probability of $\mu$. Convergence of CSSR algorithm based on Kolmogorov-Smirnov test (KS test) and Chernoff's inequality is shown as follows:

$$P(|A_n - \mu| \geq t) \leq 2e^{-2nt^2}$$  \hspace{1cm} (6)

Two kinds of errors are likely to occur in CSSR algorithm. (1) it can group the histories with different distributions for the next symbol. (2) it can fail to group histories with the same distributions. The probability that one suffix or more have the distance $t$ with its true morph:
\[ q(t, n) \leq \sum_{i=1}^{s} 2e^{-8n_{t}t^2} = 2^{k+1} e^{-8mt^2} \]  

(7)

Where \( m \) is the least of \( n \) and \( s \) is the number of the histories that actually observed or the number of the histories that are required to infer the true states. We can put the upper bound for \( s \) as follows with maximum number of possible morphs:

\[ p^* : \text{probability of the most improbable string N: length of the sequence, K=constant}=2 \ , \ t: \text{difference between suffix and it's true morph} \]

\[ S \leq \frac{(k^{k+1})}{(k-1)} \]  

(8)

\[ q(t, n) \leq 2^{k+1} \left(\frac{k^{k+1}}{k-1}\right) e^{-8np^*t^2} \]  

(9)

4. Simulation of the proposed design

In this research, the performance of Variable Length Markov model and causal state splitting reconstruction model will be compared by implementation of two sets of simulations. One by using true data set with the assumption that there is no missed alert and another one by removing some alerts from that true data set. The prediction accuracy is the percentage of symbols occurring within a set based on a threshold consisting of symbols with highest probabilities according to the selected model. Thus if an observed symbol was one of the top three predictions with the highest probability, it would be included in the top-3 prediction accuracy part. Prediction accuracy is calculated by dividing the number of correct predictions to the total number of predictions made by the model used. Typically, top 3 predictions are considered relevant and so we have used it in our model analysis. In previous work, test data set of the attacks was divided randomly into two halves. One half of the attacks were used for pre-training of the model and the other half to test the predictive performance of the algorithm.

This system produces the symbols, dynamically trains the models for each alphabet definition in parallel and generates the next phase prediction sets for each attack track based on those changing models. This approach facilitates research and study in the field of adaptive quality of the system with new attack scenarios. For the first simulation set, we implement the correct dataset on both different ”Variable Length Markov Model” and ”Causal State Splitting Reconstruction” algorithms and compare their performance in terms of prediction accuracy. To enable testing of situation awareness tools which developed for detecting and analyzing the attacks on computer networks, a simulation model was proposed in [35]. This simulation model has been made to generate sample cyber-attacks and intrusion detection sensor alert data. This model allow the user to build a computer network and set up and run a series of cyber-attacks on target machines within that network. Intrusion detection sensors which are deployed within the network, issue appropriate alerts based on the traffic that they observe within the network.

To determine the desired scenario, a user interface is used. When a computer network has been created, it is possible to set up an attack scenario to run on the network. Once the simulation is run and the scenario is implemented, the output files containing intrusion detection system alerts are generated and are applicable to test the situational awareness tools. The outcome of this simulation model is a set of intrusion detection alerts which can be used to evaluate the different cyber security tools. To address the needs for ground truth (the action list which is running during each attack), the study makes use of experimental datasets generated by the simulation model which is implemented by RIT’s Industrial and systems Engineering. We have used five sets of data including ground truth
without any noise, to evaluate VLMM and CSSR algorithms. The data sets used, the length of the sequence and the number of the symbols in the sequence are displayed in Table 1.

Table 1: The dataset with the length of the sequence and the number of symbols in the sequence

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Symbols</th>
<th>Alarms</th>
</tr>
</thead>
<tbody>
<tr>
<td>BVT_2A</td>
<td>39</td>
<td>311</td>
</tr>
<tr>
<td>BVT_2B</td>
<td>35</td>
<td>271</td>
</tr>
<tr>
<td>BVT_2F</td>
<td>33</td>
<td>313</td>
</tr>
<tr>
<td>BVT_2H</td>
<td>30</td>
<td>228</td>
</tr>
<tr>
<td>BVT_2I</td>
<td>38</td>
<td>431</td>
</tr>
</tbody>
</table>

Table 2 shows the prediction accuracies for the data sets without any repetitions. Here it is assumed that the data sets are true data sets, which do not have a missed alert. The accuracies resulted from both VLMM and CSSR algorithms are hopeful and considerable given a relatively large number of symbols in the corresponding symbol space. Notice to BVT-2A where a 3 out of 39 blind guess gives a prediction rate of 7/6% which is much smaller than 36.10% by VLMM and 46.71% by CSSR. If we consider the average of all data sets as it is shown in Figure 4, we can observe that in terms of top1, top2 and top3 accuracies, both algorithms can give similar results. Of course it can be seen from Table (2) that for some cases, there is some significance difference in top1 accuracies of the two algorithms. For example, for data set BVT-2B, top1 accuracy by VLMM is equal to 62.18% whereas the figure for Causal-State Splitting Reconstruction Model is only 6.5%. This is probably because the symbol to which CSSR often assigned the highest probability has occurred less frequently while the symbol to which VLMM assigned the highest probability has occurred more frequently.

Table 2: The prediction accuracy for the dataset without any repetition

<table>
<thead>
<tr>
<th>BVT-2A</th>
<th>CSSR</th>
<th>VLMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOP-3</td>
<td>46.71</td>
<td>36.1</td>
</tr>
<tr>
<td>TOP-2</td>
<td>37.01</td>
<td>28.26</td>
</tr>
<tr>
<td>TOP-1</td>
<td>23.96</td>
<td>17.89</td>
</tr>
<tr>
<td>BVT-2B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOP-3</td>
<td>46.97</td>
<td>37.70</td>
</tr>
<tr>
<td>TOP-2</td>
<td>35.74</td>
<td>36.99</td>
</tr>
<tr>
<td>TOP-1</td>
<td>6.6</td>
<td>18.43</td>
</tr>
<tr>
<td>BVT-2F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOP-3</td>
<td>41.2</td>
<td>42.28</td>
</tr>
<tr>
<td>TOP-2</td>
<td>30.3</td>
<td>34.73</td>
</tr>
<tr>
<td>TOP-1</td>
<td>20.59</td>
<td>19.26</td>
</tr>
<tr>
<td>BVT-2H</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOP-3</td>
<td>31.03</td>
<td>32.57</td>
</tr>
<tr>
<td>TOP-2</td>
<td>22.23</td>
<td>22.27</td>
</tr>
<tr>
<td>TOP-1</td>
<td>10.27</td>
<td>12.83</td>
</tr>
<tr>
<td>BVT-2I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOP-3</td>
<td>29.08</td>
<td>31.58</td>
</tr>
<tr>
<td>TOP-2</td>
<td>19.82</td>
<td>25.70</td>
</tr>
<tr>
<td>TOP-1</td>
<td>12.4</td>
<td>14.03</td>
</tr>
</tbody>
</table>
For the nature of different data sets, the results obtained with two algorithms are not always consistent. Based on the obtained results, we can see that CSSR does not give any better results in terms of predictive performance. Since we need infinitely long sequences to see better performance of CSSR algorithm, whereas VLMM is a more simple process, it is suitable for error analysis of missed alerts. For second simulation set, we analyze the impact of missed alerts using VLMM and by observing the change in prediction accuracies. One way to study the impact of missing alerts using a particular algorithm is by adding the alerts to the data where we assume that the data gathered from the simulation model is a result of inability of intrusion detection system in detection of the alerts. Of course this method is vague and complicated because many factors such as different characteristics of the alert or introducing a new alert or already occurred alerts must be considered. An easier method is to remove alerts from the data sequence where we assume the data resulted from simulation model is a result of a perfect intrusion detection system with complete detection of all the alerts without missing any attack.

In order to have a more comprehensive analysis, we study the impact of missing alerts based on the position and occurrence. In the process, we repeat the analysis for the sequences of different lengths and different symbol spaces since they would also influence the prediction accuracies. Because the position of the alert is one of the factors which can affect prediction accuracy, first we study the impact of missing alerts in terms of its position. To this end, we decided to divide the whole sequence into three parts and call them as beginning, middle and end parts. Then positions are randomly selected within these three parts and are removed. To receive a complete analysis, we randomly remove some alerts from the entire sequence. Although each data set includes several attack tracks, when removing the alerts, we consider the entire data set as a single sequence which has produced after merging several tracks into one order by VLMM.

The random removal is planned in order to be a reflection of the behavior of some real world scenarios where the intruders attempt to confuse the intrusion detection system using obfuscation techniques and confound the system with different attacks sometimes in the beginning, sometimes in the middle and sometimes in final part of the sequence. We have done the simulation with changing missed alerts percentage to 5%, 25% and 40%. In this study, the beginning part of each sequence is defined within the range from 0 to 40%, the middle part within the range from 30% to 70% and the final part within the range from 60% to 100%. Overlapping is used to allow us to remove any higher percentage of alerts and these percentages are calculated in terms of total length of the sequence. We know that because of missing alerts existence, prediction accuracy of each symbol increases or decreases or remain unchanged. We then calculate the change in the predictions.
accuracies for making observations. The used dataset and the accuracy of correct predictions are shown in Table 3.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Alarms</th>
<th>Symbols</th>
<th>TOP1%</th>
<th>TOP3%</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP1 Destination</td>
<td>311</td>
<td>39</td>
<td>53.5</td>
<td>82.12</td>
</tr>
<tr>
<td>IP2 Destination</td>
<td>413</td>
<td>6</td>
<td>51.41</td>
<td>86.33</td>
</tr>
<tr>
<td>IP3 Destination</td>
<td>534</td>
<td>6</td>
<td>66.74</td>
<td>89.88</td>
</tr>
</tbody>
</table>

Another important factor is the occurrence rate of missed alerts which affects variable-length Markov model and the prediction accuracies. To analyze based on the occurrence rate, we first identify m first cases (top-m) as common alerts and n last cases (bottom-n) as rare alerts. Selection of the numbers n and m depends on the symbol space in the sequence and varies from one sequence to another. Generally for the sequences with higher symbol space, if L is the length of the sequence, we can consider 5 first cases (top-5) as common alerts and remaining (L-5) as rare alerts. Since we selected top-3 as the threshold for prediction accuracy values, if we define top-5 alerts as common alerts, it will be sufficient to us because a change in symbol orders will also change the prediction accuracy. Therefore if the 5th and 4th ranked symbols are sufficiently close to 3th ranked symbol, the order of these symbols may change due to missing symbols and cause a change in their ranks which in turn will change the prediction accuracy.

This is less likely that a symbol above 5th rank change the order with 3th or less ranked symbol. Thus 5 is a reasonable number to choose for the sequences with larger symbol space. Of course for the sequences with relatively fewer symbols, the numbers will change and we can possibly select top-3 as common alerts and the remaining as rare alerts. This is because for the sequences with fewer symbols, the sequence usually fills with top-3 ranked symbols and hence higher prediction accuracy for these cases. After verifying common and rare alerts, we randomly remove the alerts from the whole sequence for 10 trials. After seeing the new prediction accuracy, we have used the same metric i.e. Change in prediction accuracy which is the prediction accuracy difference with and without missed alerts for different test cases. We have compared these results with the scenarios where random alerts were removed from the whole sequence.

Figure 5: The change in prediction accuracy based on destination IP dataset
Figure 5 shows the change in prediction accuracy for 10 trials in each case for different percentages of missing common and rare alerts. The figure also shows the results for the scenarios where the alerts are randomly missing throughout the sequence. For all cases of common alerts missing, the prediction accuracy decreased. For all cases of rare alerts missing, the prediction accuracy increased. Since the prediction accuracies top3, top2 and top-1 depend on occurrence rate of the alerts, in most cases, if alert missing actually occurs more frequently in the data, it will reduce the prediction accuracies. If we make our way to a mathematical point of view, this result makes sense. Because if a rare alert is missing when calculating for example top-1 prediction accuracy, the numerator remains unchanged but the denominator is added by one which increases the result. Whereas if a common alert is missing, both numerator and denominator will decrease by 1.

In other words, given that the top-3 true prediction accuracy is equal to \( \frac{x}{y} \) then in case of missing of \( n \) common alerts (assuming that they all fall under top-3), the new top-3 accuracy will be \( \frac{x-n}{y-n} \) while in case of missing of \( n \) rare alerts, the new prediction accuracy will be \( \frac{x}{y-n} \) and clearly \( \frac{x}{y} > \frac{x-n}{y-n} \). Therefore according to prediction performance of VLMM, it is better for IDS to miss a rare event instead of a more frequent event. When rare alerts are missing, for data sets with attribute “Destination IP”, the increase in prediction accuracy is within the range of 1% to 6%. When common alerts are missing, for data sets with attribute” Destination IP”, the decrease in prediction accuracy is in the range of 1% to 2%. It can be also seen from Figure 5 that the change in accuracy when common alerts are missing is similar to when the alerts are missing randomly. Because the sequences mainly include common alerts, when we remove the alerts randomly, it is more likely that randomly removed alerts fall under common alerts.

It can be also seen that the magnitudes of change for rare alerts missing case are higher than random and common alerts missing case. The reason is that it is more likely for random alerts to have a combination of common and rare alerts, and since one tries to reduce the accuracy and the other one tries to increase it, the ultimate change in most cases cannot be too large. For all cases of the rare alerts missing, we can see that the change in prediction accuracy is proportional to the percentage of missing alerts. Since \( \frac{x}{y-n} \) increases with \( n \), the change also increases with \( n \). If we try to remove any further alerts beyond this point, we will be removing the common alerts not the rare alerts. Generally, in rare alerts missing scenarios, the change in prediction accuracy is less for the sequences with less symbol space and more for the sequences with more symbol space. For the sequences with symbol space of around 9-12 symbols, increase in prediction accuracy is in the range of 1%-11% and for the sequences with a symbol space of around 63-77 symbols, increase in prediction accuracy is in the range of 2%-19%.

For the real data (without any alert missing), VLMM and CSSR both provides comparable results however VLMM has a more simple process. For position based analysis, for small percentage of missed alerts (about 5%-10%), the decrease in prediction accuracy is very small and in the range of 0.5%-1%, irrespective of whether the alerts are missing from the beginning, middle or end or in the whole of sequence. When the percentage of missing alerts increase to more than 10%, prediction accuracy gets worse when the alerts are missing in the whole sequence (reduction in the range of 4-7%) compared to when they are at the beginning, middle or final parts of the sequence(reduction in the range 0-3%).

This is probably due to that many sequences will have the alerts with higher weights scattered throughout the whole sequence rather than just in one single part (of three parts of beginning, middle and final). When the common alerts are missing, prediction accuracy reduces and when rare alerts are missing, prediction accuracy increases. When rare alerts are missing, for the dataset with the attribute "Destination IP", the mentioned increase is in the range of 1-6% and when common alerts are missing, for the data set with attribute "Destination IP", the accuracy decreases in the range of 1-2%. The magnitude of change in prediction accuracy is more when rare alerts are missing compared to when common or random alerts are missing. The change in prediction accuracy is less for the sequences with small symbol space and is more for the sequences with large symbol space. For the sequences with symbol space of around 9-12 symbols, prediction accuracy increases in the
range of 1-11% and for the sequences with symbol space of around 63-77 symbols, the increase is in the range of 2-19%. In this study, error analysis was performed using Variable Length Markov Model.

This can be expanded by doing a similar analysis by using Causal-State Splitting Reconstruction Algorithm. As previously mentioned, the error probability of CSSR can be defined as follows: The equation for large values of N (the length of the sequence) tends to zero. In other words, with taking a big enough N, the probability that the correct states are inferred will be close to 1. According to [4], if the number of causal states is finite and \( L_{\text{max}} \) is large enough, the probability that the states estimated are not causal states becomes small for the large enough values of N. Since the performance of the mentioned model is dependent on many parameters, a similar analysis on the model will give different results as compared to VLMM based on the settings.

Because e– machine and suffix tree are two different models, the impact of missed alerts on them will be different and consequently the changes in prediction accuracies will vary. For example if \( L_{\text{max}} \) is too larger than N, the probabilities of long strings will not find a consistent estimation, so the model tends to produce too many states which might lead to erroneous prediction accuracies. Since the state based model strongly depends on the length of the sequence, the change in its prediction accuracies might be worse for higher percentages of missed alerts compared to VLMM. The percentage of missed alerts and the selected parameters may cause that the state based model not having enough data in which CSSR will not reconstruct a true model.

Conclusion

The main contribution of this research is the use of Causal-State Splitting Reconstruction Model in the field of projecting cyber-attacks and its comparison with Variable Length Markov Model. Because other state based models start with generation of the most complex possible null model and then refine it by merging whereas CSSR works with a zero complexity null model by putting each history in one state and then adds states only if the current set of states are not enough. Moreover the causal states which CSSR generates have important predictive factors and hence CSSR is preferred over other state based methods such as state-merging algorithms. Although CSSR like VLMM does not consider any priori assumption about the structure of the system, it cannot use such information even in case of its existence. The other important part of this research is to study about the impact of missed alerts on Variable Length Markov Model in projecting cyber-attacks. Since VLMM is simpler in terms of building the model and it does not need to have infinitely large sequences, here we used VLMM for the error analysis. With designing a comprehensive experiment, we studied and evaluated the impacts of missing alerts by removing the alerts from different positions of the attack sequence with different rates. The results showed that the prediction accuracy will be low when the missed alerts belonging to one part of the sequence and it will be higher if the missed alerts are throughout the entire sequence. The prediction accuracy increases when rare alerts are missing and decreases when common alerts are missing. Moreover, the change in prediction accuracy is less when the sequence has a smaller symbol space and is more when having a bigger symbol space. This research focused on error analysis caused by missed alerts using Variable Length Markov Model. However a similar analysis can be done by any other model. Selection of a dataset is always an important factor in evaluation of any situational awareness tool. This can be done in two ways: experiment with the data from a simulated network and using data collected from a real network. We took advantage of the simulated network. Because of having limitation in implementation of CSSR, for its comparison with VLMM, we ran the CSSR on a data set with just a little symbol space. It would be interesting to observe the performance of the model when more symbols are available.
References


